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NCCS Background

Current

* Provide state-of-the-art high performance computing,
storage, network, and application solutions to enable
scientists to increase their understanding of the Earth

and the universe

» Provide large-scale compute engines, analytics, data

sharing, and high-end computing services support
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Goals

Develop a data services capability to better support the climate research communities and prepare
the way for technology advances for:

IPCC /AR5

* Provide the data management services and analytical tools necessary to support the
publication requirements of the Intergovernmental Panel on Climate Change (IPCC).

Observation/Simulation Data Integration

» Bring the climate modeling and observational communities together to work toward the goal

of integrating model outputs and observational data

Next Generation High End Computing (HEC) Requirements for Modeling and
Assimilation

» Contribute emerging technologies to address computing requirements for Earth system

modeling that will increase significantly in the comianAg/ears

National Aeronautics and Space Administration A Center for Climate Simulation Data Services 4



' Challenges

@ - Finding observational and model data for use
in climate and weather studies

- Accessing the geographically distributed data

- Managing the massive digital holdings, which
are measured in petabytes and hundreds of
millions of files

- Maintaining the data, which must often be
¢ preserved for decades

- Supporting data sharing, data publication,
and data stewardship
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Data Grid Software
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Data Grid Software

231 (@) rods://rods@localhost:1247/merra Zone/home/public/merra/1979 - Mozilla Firefox
File Edit View History Bookmarks Tools Help
g N
Applicati @ B - @ O = [Onesinsoisaresim i 3A1247/merra ——
1cations
pp I mds:llrods@Iocalhost:1247lmerra_Zo...] L] +
MERRA100.prod.assim.instM_3d_asm_Cp.197901.hdf h - X —
[
& % Collecions. | | ) open 4
=& merra_Z¢
- ~ Sghome| O Add | © Remove | % Reload | [ save )
. =Ipul Name ~ Value Unit
Data Grid Software O SE3 variables Sea-level pressure, Surface pressure, Surface Geopotential, Geopotential height, Ozone Mixing Ratio 07 am
title MERRA reanalysis. GE0S-5.2.0 11 am
o source Global Modeling and Assimilation Office. GEOSops_5_2_0 15
2] :15 am
. J references fc.nasa.
R 19.am
@ missing_value 9.9999999%¢+14f
el institution Global Modeling and Assimilation Office, NASA Goddard Space Flight Center, Greenbett, MD 20771 24 am
g N @ | history File written by CFIO .29 am
O . S 4| | hdfeosversion HDFEOS_V2.14 33am
peratlng yStem #) | dimensions TIME:EOSGRID = 1, YDim:EOSGRID = 144, XDim:EOSGRID = 288, Heightt EOSGRID = 42
@ | conventions CF-10 37am
& | contact http://gmao.gsfc.nasa.gov/ :41am
File System g comment GE0S520 46 am
€ ys € : @ checksum 91ddec7eee867abb8ca2e184ad2fbe92 50 am
]
2]
Z‘\m'{mmmﬂm\\m‘
.
(11997 [ “120f 12
. y4 Y, 5 )

Data grid “middleware” runs as an application in user space and
provides a richer set of metadata descriptors and extended
capabilities ...

User Space L=
Kernel Space ~ €==———>
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Data Grid Software

Applications
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Data Grid Software
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Data Grid Software

Q iRODS

Integrated Rule Oriented Data System
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1IRODS: integrated Rule-Oriented Data System

Background
« Open source data grid software system.
@. Developed by the Data Intensive Cyber Environments (DICE) group,
University of North Carolina.
- Historic roots in data grids, digital libraries, persistent archives, and
real-time data systems R&D, and SRB.
Features
* Management of large collections
* Manages metadata
Policies, Rules and Micro-services
A unified view of disparate data
Controlled access
Easy back up and replication
High-performance network data transfer
* Support for a wide range of physical storage
Major Concepts
- iRODS rules
- Actions for policies
- iRODS microservices.
- Implementations of definitions of Actions
*With iRODS metadata providing the information necessary to

perform these mappings ....
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1IRODS-Based Climate Data Server

Application-Specific

Software Stack Core Components
( )
[ N S T e e Toe }  Application-specific microservices
» Application-specific metadata
General @pp-Speciﬁc Metadata j
Configuration ]  Application-specific rules
[ App-Specific Rules j
[ - J i  Application-specific utilities
| [ Rulo Engine } . os ) « Application-specific configurations
iRODS Data Server Climate Data Server => "Application-Specific Kit"
[_os )

A specific release of iRODS

* A specific operating system

\, J
o EEE— Qi s
Eﬁ — — =>"CDS Software Appliance"
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iIRODS .. 5

- iIRODS abstracts A— ; /“/_\h\w
hysical location of ¢ 1RODS Federation o
i e

data

Grid Partners

NCCS Environment

° iRODS aSSiStS With iRODS Architecture HTTPS, iRODS Protocol i
R FTP)etc.
archive
management

Batch Jobs/
Analysis Services

Internal Users

iRODS Zone
Gateway

ICAT Database

Additional iIRODS
Servers

NAS Cloud Storage (e.g. S3) Archive Storage
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Preliminary Tests — Ingest/Registration/View

rods://rods@localhost:lZ47/merra_Zoge/home/publi(/merra/1979 - Mozilla Firefox

- iRODS rules and microservices allow

Edit View History Bookmarks Tools Help
data to be stored in Conf|gurab|e «a = - & O = https://169.154.148.17/irods/browse.php#ruri=rods@localhost%3A1: -] 2B - [c@]
collections based on data policies S S .

rods@localhost:1247 | Sign Out

. . « _— Collections “ ‘ v selectAll | | ¥ Browse Up & New v | @ Delete ~ & Upload ¥ | More ... ¥  Search By Name.. \

- Rich web client allows for “explorer” like S Symerra Zone Laas —— size Date Modificd ~_|

: ; : : - ) = i demoR: 125.88 MB July 14, 2010, 11:02

view into collections of the registered =3 publec MERRA100.prod.assim.instM_3d_; demoRiese o -
SEmera_ MERRA100.prod.assim.instM_3d_. demoResc 126.24 MB July 14, 2010, 11:07 am
data o :’j MERRA100.prod.assim.instM_3d_. demoResc 127.29 MB July 14,2010, 11:11 am
= (1981 MERRA100.prod.assim.instM_3d_. demoResc 128.23 MB July 14, 2010, 11:15 am
. . 80 :x MERRA100.prod.assim.instM_3d_. demoResc 126.73 MB July 14, 2010, 11:19 am

- Can also perform command line interface 20w e E Juty 14,2010, 11:24 am

“icommands”: @) 1985 MERRA100.prod.assim.instM_3d_. demoResc 124.78 MB July 14, 2010, 11:29 am
BaSh 41 $ IIS i‘g:ﬁ MERRA100.prod.assim.instM_3d_. demoResc 125.34 MB July 14, 2010, 11:33 am
" . @ () 1988 MERRA100.prod.assim.instM_3d_. demoResc 126.65 MB July 14, 2010, 11:37 am
/merra_Zone/home/public/merra/1979: = Ga 100 MERRA100.prod.assim.instM_3d_. demoResc 128.45 M8 July 14,2010, 11:41 am
=
MERRA100.prod.assim.instM_3d.nc @ (1991 MERRA100.prod.assim.instM_3d_. demoResc 127As MB July 14, 2010, 11:46 am
@ (1992 MERRA100.prod.assim.instM_3d_. demoResc 125.85 MB July 14, 2010, 11:50 am
. @ (1993
@ () 1994
@ (] 1995
@ (1996
@ (1997
* : ; -
Replication to backup storage resources 2000
also supported £ @ 2000
@ (£ 2001
@ (2002
@ (-]2003
= (2004
@ (2005
= (C]2006
@ (] 2007
= (2008
= (L2009
arods
@ (Ctrash
Page[1_|of 1 Displaying objects 1 - 12 of 12
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Preliminary Tests - Search

rods://rods@localhost:1247/merra_Zone/home/public/merra/1979 - Mozilla Firefox

File Edit View History Bookmarks Tools Help
-RODS I d @ B - @ @ B [@nwsueorsarasim i 3A1247/merra icimeral | [ [cooo- @y
°
I ru eS an |@mds:Ilmds@localhost:1247/men3720...l g v
Advanced Search [N _ x rods@jocalhost:1247 | Sign Out
microservices can [EEEEEEEE .. .. o= - .
dle =dit  View istory 300 jjg::;:"e Name: Name or Partial Name, case sensitive Size Date Modified ~
. é » v G 0 @ =53 public Modified Within: Any Time v 25.88 MB July 14, 2010, 11:02 am E
be used to assign el || o et e Y
ol .
| rods://rods@Iocalhost:1247/, 419 | Resource: Resource of the file i s e v
| Bt BT [J Under Current Collection 28.23 MB July 14,2010, 11:15am ||~
metadata | MERRA100.prq 3% | et Coasbont [ merrazonemomeipubtimora’io?s zs7ove s . 2010, 110 am | AL
jzj: |26.46 MB July 14, 2010, 11:24 am 7‘
Collections 1 [EODen @1 Metadata 24.78 MB July 14, 2010, 11:29 am A
. . g&mera_ze | 2 variables N like Nz Surface Geopotential 25.34 MB July 14,2010, 11:33 am
- 7 . o led v
- iRODS provides agyrond 1O ORI aaliy T m oy
=&Jpul | Name v @1 Name v op v Value 28.45 MB July 14, 2010, 11:41 am
advanced Search 23| variables ﬂ‘j: Name [ op ~| | value 27.45 MB July 14,2010, 11:46 am |07 am
o g Name A Op N Value |25.85 MB July 14, 2010, 11:50 am
e e @ 1am
capabilities over all o = ser
references
e @ 9am
missing_value il
s i =
€ metaadata el sthuton M=y
[ | history ﬂ‘j‘f??? BJ Page [T ]of 1 Displaying objects 1 - 12 of 12 am
4| | hdfeosversion HDFEOS_V2.14 33 am
#] | dimensions TIME:EOSGRID =1, YDim:EOSGRID = 144, XDim:EOSGRID = 288, Heightt EOSGRID = 42
:37 am
] | conventions CF-1.0
|| contact http://gmao.gsfc.nasa.gov/ :41am
S comment GEOS-5.2.0 :46 am
checksum 91ddec7eee867abb8ca2e184ad2fbed2 "
) :50 am
]
2]
3| overview | metadata | Copies | More
" );
@ (1997 =T Page[1_JorT v WH20112
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" Climate Data Server (Test Applications)

-MODIS and ISDS

-Merra Monthly Means and Proxies for AR5 simulations
-vCDS in the Amazon Cloud

-ODAS workflow

National Aeronautics and Space Administration NASA Center for Climate Simulation Data Services
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Climate Data Server (Test Applications) —

Observational Data
% _ ) _ @ modis_Zone
- Developed an iRODS data grid that published — —

M O d e rate R e SO I u t i O n I m ag i n g S p ect ro - Data Aerosol, Water Vapor, Cloud, Profile, Cloud Mask, Joint Products
Type Observational
. . Format HDF
rad IO m ete r ( M O D I S) O bse rvatl O n al d ata Customers GES DISC, MODIS Science Data Support Team / Admins, Users
Distinction Operational environment, 40,000,000 Data Objects!
Interfaces Programmatic (Admin), FUSE (User), iRODS clients
* 54 million registered files, 630 TB of data, and j‘*;‘:‘mwm ;‘:;1 j:j;‘;gj;'j S
over 300 million defined metadata values » @ isds_Zone

. Developed an iRODS data grid that focuses N Collection Invasive Species Data Service (ISD.S) '
MODIS Land NDVI Phenology (Time-Series) Data

Data
H H H — Type Observational
on a small-scale, multi-product, application- Format  GeoTIFF
. . Customers MD DNR, DOI BLM (GSENM) / Users
SpeCIfIC data Se rVICe Distinction Personal-/laboratory-scale, application-specific (ISFS)
iRODS-based DMS; ISFS/ISDS licensed for distribution
Interfaces isds_CI (User), iRODS clients
. . . Status TRL 3 => TRL 7 (System validation in an operational environment.)
* The Invasive Species Data Service (ISDS) A ———
or  plant specios o Itorost and Quickly gonerao fy maps for Geographi fogions o mana gemen concemn,
. mnagmn!"ﬁi'c.‘;éﬁ e °'.’ZS“?,l.é’ern‘;’"“?ﬁ'r..w"‘."ﬁ';"iia"m "t in habia sty of pant
manages a collection of MODIS data products ot e e,

for ecological forecasting applications
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@ - Developed an iRODS data grid that
manages Modern Era Retrospective-
Analysis for Research and Applications
MERRA Monthly means analysis data

» 360 files, 47 GB of data, and 4000

metadata values

- Developed an iRODS data grid that
published public GEOS-5 simulation data
as a proxy for AR5 data sets

* 134,000 files, 12 TB of data, and 400,000

metadata values

National Aeronautics and Space Administration

Climate Data Server (Test Applications) —
Analysis and Simulation Data

@ merra_Zone

Collection Modern Era Retrospective-Analysis for Research and Applications
(MERRA)

Data Monthly products from the past 15 years

Type Observational/Simulation

Format NETCDF

Customers NCCS, GES DISC, ESG, Nebula / Admins, Managers

Distinction merra_Zone @ NCCS + merra_Zone @ Nebula

Interfaces merra_CI (Admin), iRODS clients

Status TRL 3 =>TRL 5 (svstem validation in a relevant test environment.)

Rean

o @ yotc_Zone

syster

Data
Type

E Collection
— Format
Customers
Distinction
Interfaces
Status

The rea

Year of Tropical Convection (YOTC)

Satellite, in-situ and simulation/prediction model data sets
Observational/Simulation

NETCDF

NCCS / Admins, Users

Operational environment, iRODS-mediated archive management
yotc_CI (Admin), FUSE (User), iRODS clients

TRL 3 => TRL 7 (System validation in an operational environment.,)

the characterizati is, modeling, parameterization a

je 0S| prediction of
interactions, including the two-way interaction between tropical and extra-tropical weather/climate.
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Climate Data Server (Test Application) —
Federation

- Tested and evaluated iIRODS data federation

» Federated the GEOS-5 public data and MODIS grids to simulate the union of

observational and simulation data
- the integrated management of observational and simulation data was explored

» Implemented an interface that enables comingling of remote and local observational

and simulation data for advanced scientific study

National Aeronautics and Space Administration NASA Center for Climate Simulation Data Services
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Climate Data Server (Test Application) —
vCDS in the Amazon Cloud

V R -
ESG Dara Node ) ESGF U PCMDI ‘
iRODS FUSE Clicnt Interface e
CentOS 6 I -
Earth System Grid ESGF P2p
\_ Amazon EBS Instance 6 GB )

iRODS FUSE File System
(read only)

\ Federated ESG P2P Node
([ R
1RODS Server Interface

IPCC/OALS Kit |

L (Rules & Microservices) i : Decadal GEOS-5 3
~ - NCCS Data Portal

[ NerCDF Kir

iRODS 2.5 AE

S3rs Client Interface

: Amazon S3 Object Store
SLES 11 SP 1 | (read only)
-

Climate Data Server V1.0

\ Amazon EBS Instance 22 GB J

Natigf?8/ Keronautics and Space Administration

Decadal GEOS-5
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Climate Data Server (Test Application) —

Extending iRODS

1IRODS Server Interface P =R —— =
Name - Value Unit
var:VS:_FillValue 1.e+15f
Yy N var:VS:vmin -1.e+15f
‘ IP(( '/"()‘ IS Ki! var:VS:vmax 1.e+15f
- . - ase var:VS:valid_range -1.e+15f, 1.e+15f
| (Rules & Microservices) y . =
/— N var:VStype float
var:VS:standard_name surface_Agrid_northward_velocity
NetCDF Kit ’ var:V'S:scale_factor 1f
var:VS:missing_value 1.e+15f
\‘ ~ var:VS:long_name surface_Agrid_northward_velocity
iRODS 2.5 AE var:VS:fmissing_value 1.e+15f
var:VS:dim time, lat. lon
var:VS:coordinates LON LAT
. var:VS:add_offset 0f
ssrs Chcnl lnlm var:VI._FillValue 1.e+15f
var:VIivmin -1.e+15f
SLES ll SP ] ) var:VI:vmax 1.e+15f
) var:Vlvalid_range -1.e+151, 1.e+15f
\ var:Viunits ms-1
-NetCDF kit knows how to read the file header g e tonal veloct of surface se
based on file format overview | metadata | Copies | More

|PCC/OAIS kit defines which metadata to store and
how to store it
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&

+ Leveraged iRODS to monitor ODAS
workflow status

 Developed a series of “Ocommands” that are
wrappers around the iRODS “icommands”

« Ocommands were integrated into existing
ODAS workflow scripts and perform
functions such as:

* Register data
* Query the iIRODS database for
decision-making information
» Maintain the status of the hierarchy of
ODAS workflow artifacts as status
changing events occur
* Log relevant event metadata to the
appropriate ODAS workflow artifact
* Reprocess preparation
* Remove relevant files and reset
status in the hierarchy of ODAS
workflow artifacts in preparation

Nati8k8/ 1% ronautics and Space Al ERIRGESSING.

?

Climate Data Server — Ocean Data
Assimilation System (ODAS)

GEOS50das-5.00_odas-503_B001_exp2010.xml
% Open

© Add | @ Remove | 2 Rekad | [=] save

Name Value Unit «
@year 2010
@id 20263da2-645e-4308-9fdf-b592f98313ec
@tag 503
@expname B0O1
@category EXPERIMENT
@odas GEOSSodas-5.00
@dataflow_id GEOSSodas-5.00:0das-503:B001
@date_created Mon Feb 4 12:29:57 EST 2013
@exception nia
@last_processed nia
@status_exp PENDING
@status_detail_run PENDING: GEOSSodas-5.00_odas-503_B001_run201001 .xml
@status_detail_run PENDING: GEOSSodas-5.00_odas-503_B001_run201002.xml
@status_detail_run PENDING: GEOSSodas-5.00_odas-503_B001_run201003.xml
@status_detail_run PENDING: GEOSSodas-5.00_odas-503_B001_run201004 .xml
@status_detail_run PENDING: GEOSSodas-5.00_odas-503_B001_run201005.xml
@status_detail_run PENDING: GEOSSodas-5.00_odas-503_B001_run201006 .xml
@status_detail_run PENDING: GEOSSodas-5.00_odas-503_B001 _run201007 .xml
@status_detail_run PENDING: GEOSSodas-5.00_odas-503_B001_run201008.xml
@status_detail_run PENDING: GEOSSodas-5.00_odas-503_B001_run201009.xml
@status_detail_run PENDING: GEOSSodas-5.00_odas-503_B001_run201010.xml
@status_detail_run PENDING: GEOSSodas-5.00_odas-503_B001_run201011 .xml
@status_detail_run PENDING: GEOSSodas-5.00_odas-503_B001_run201012.xml
@user_id rip3
@type XML
@description Yearly processing rollup for 2010

Z1




Results

IRODS is a promising technology for exposing services for data
management, publication, and analysis

he iIRODS catalog (ICAT) demonstrated adequate scaling for
gdata registration

» Optimization desired for searching huge datasets
- Good collaboration with the iIRODS development team

- Exercised enough diverse Test Cases to have confidence in
performance leading to decision to be made to progress towards
making iIRODS-based Climate Data Services Operational

National Aeronautics and Space Administration NASA Center for Climate Simulation Data Services

22



Moving Forward -
Enterprise Climate Data Services E-CDS

NCCS

Data Servi
Compute Services ata Services

* Establish an Enterprise Climate Data Service
(E-CDS) federated grid across the NCCS

resources

» Starting with projects:

« ODAS
« ESGF E-CDS
e Archive f '

» Allows for operational capability of the
ESGF to use the archive in the case that
the data portal disks were unavailable

 Potential follow on projects MERRA2, NCA,

k. UVCDAT, MODIS Discover

Database File System
Service???
23 Projec
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The End.

Questions?

NASA Center for Climate Simulation Data Services
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Moving Forward —
What does E-CDS mean to operations folks

:ﬁ * Account creation

 Config (firewall, security, etc..)

» e-CDS Dependency installation (unixODBC, postgres, perl, authd, etc..) and
configuration

* Installation of E-CDS rpm (includes irods + extensions)

* Admin Support

CDS
25 Projec
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